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Learning from demonstration (LfD) in robotics
: state (e.g. position and velocity) of the robot at 

timestep t
: control command applied by the robot at timestep t

: context variable(s) such as initial/final positions, user 
preferences and environment properties.

Dataset: 

Action-State abstraction

Trajectory level abstraction

State level abstraction
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visuomotor
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Note: They can still be combined with 
forward-models in the control level. 
But the learning is not model-aware.



Model-aware learning
What are the problems that might arise if we do not 
care about the forward-model of the robot in learning 
movement primitives?

• …
• Generalization to infeasible trajectories
• If not kinesthetic teaching, correspondence 

problems
• Causality 
• High gains in the controller

Model-aware learning:                              



Probabilistic model-based imitation learning*

*Englert, P., Paraschos, A., Deisenroth, M. P., & Peters, J. (2013). Probabilistic model-based imitation learning. Adaptive Behavior, 21(5), 388–403.

Matching :
- Probability density of the trajectory calculated from 

demonstration.
- Probability density of the trajectory parametrized by the 

unknown policy parameters  

Assumption 1
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How to calculate                 ?

Structure is in line 
with Assumption 1.



Forward Models

How to calculate                 ? Forward model Control policy

Forward models 
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Forward models 
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More ?



Control Policies
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Calculating the trajectory distributions

How to calculate                 ?

For which forward model and control policy 
combinations, do we have an analytical 

solution for this integral?

Forward model Control policy

Linear

Koopman

https://en.wikipedia.org/wiki/Conjugate_prior

Same question?

In PILCO and this paper*, they found out a way to use GP forward 
models with nonlinear control policies with a lot of approximation 
which seem to work well. 

*Englert, P., Paraschos, A., Deisenroth, M. P., & Peters, J. (2013). Probabilistic model-based imitation learning. Adaptive Behavior, 21(5), 388–403.
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Calculating the trajectory distributions
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and gives

3. Exact distribution 
not intractable. 
Approximate it by a 
Gaussian distribution.

Assumption 2

2. assumed Gaussian

Assumption 3



Calculating the trajectory distributions for linear case

How to calculate                 ?

Forward model Control policy

and gives

HINT


